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Week 7: Evaluation



Evaluation

Why is evaluation challenging in machine learning? 

Dimensions of evaluation in continual/lifelong learning 

Why evaluation is even more challenging in continual/lifelong learning 

How can we move forward? 



Is reproducibility in a crisis?

“1500 scientists lift the lid on reproducibility”, Baker, Nature, issue 533, 2016
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Is reproducibility in a crisis?

“1500 scientists lift the lid on reproducibility”, Baker, Nature, issue 533, 2016



Are we in a crisis in ML too?



ML & the reproducibility crisis?

“Deep Reinforcement Learning that Matters”, Henderson et al, AAAI 2018



Recall: “static” models/data

Bianco et al, “Benchmark Analysis of Representative Deep Neural 
Network Architectures”, IEEE Access, 2018 

Even in “static” scenarios: 

• Many aspects of variation/interest!  

• Fair comparisons, statistical significance, 
exhaustive & factual reporting 

• (Misaligned?) research incentives  

• Code, data, assets, accessibility… 



Evaluation

Why is evaluation challenging in machine learning? 

Dimensions of evaluation in continual/lifelong learning 

Why evaluation is even more challenging in continual/lifelong learning 

How can we move forward? 



Recall: scenarios so far

What where some of the sequences of tasks we have seen so far?  

• A sequence of datasets  

• Sequences of classes (from known datasets)  

• Sequentially querying the instances of datasets 

• Sequences of games (in RL), or languages etc.  

• Sequences of the same task with shifting distribution 



Recall: scenarios so far

Benchmarks commonly based on popular vision datasets, 
language datasets, or reinforcement tasks (such as games)

Parisi et al, “Continual Lifelong Learning with Neural Networks: A Review”, Neural Networks 2019 



Recall: scenarios so far

For now: let’s assume that we know the sequence of tasks,  
i.e. a dedicated test set for each “experience/task” exists  

Biesialska et al, “Continual Learning in Natural Language Processing: A Survey”, COLING 2020



Recall: forgetting

De Lange et al, “A continual learning survey: Defying forgetting in classification tasks”, TPAMI 2021

Depending on choice of method, we will likely be interested in different measures



Aspects of the mechanisms

Rehearsal methods:  

• What do you think should be here?  

Regularization methods: 

• … 

Architecture/parameter methods:  

• …



Aspects of the mechanisms

Rehearsal methods:  

• Original data amount, generated data, (constant?) memory size, computational expense… 

Regularization methods: 

• Regularization strength (hyper-parameters), memory expense, computational expense… 

Architecture/parameter methods:  

• Number of parameters, number of models, expert heads,  
memory expense, computational expense…



Final average losses seem insufficient 

Let’s take a look at some further suggestions 



(Some) ways to measure

Do we care about the overall performance?  
Or the one up to the current point in time?

Kemker et al, “Measuring Catastrophic Forgetting in Neural Networks”, AAAI 2018 



Per “task” measures

• “Base” loss: the initial (an old) task after i new experiences  

• “New” loss: the newest task only  
 

• “All” loss: average up to the present point in time 
 

• “Ideal” loss: offline value trained at once 

Kemker et al, “Measuring Catastrophic Forgetting in Neural Networks”, AAAI 2018 



Per “task” measures

Kemker et al, “Measuring Catastrophic Forgetting in Neural Networks”, AAAI 2018 

• “Base” loss: the initial (an old) task after i new experiences  
-> Measure retention 

• “New” loss: the newest task only  
-> Measure ability to encode new tasks  

• “All” loss: average up to the present point in time 
-> Measure present overall performance 

• “Ideal” loss: offline value trained at once 
-> Measure achievable “baseline”



“Forgetting”

“We define forgetting for a particular task (or label) as the difference between the maximum 
knowledge gained about the task throughout the learning process in the past and the 
knowledge the model currently has about it.”  
(Chaudhry et al, “Riemannian Walk for Incremental Learning: Understanding Forgetting and Intransigence”, ECCV 2018) 

For the j-th task after being trained up to task k > j: 

“



“Intransigence”

“We define intransigence as the inability of a model to learn new tasks. Since we wish to 
quantify the inability to learn, we compare to the standard classification model which has 
access to all the datasets at all times”  
(Chaudhry et al, “Riemannian Walk for Incremental Learning: Understanding Forgetting and Intransigence”, ECCV 2018) 

For a reference model for task k (denoted by *): 

“



Forward & backward transfer

(Avg.) Forward transfer (with random baseline b): 
influence of a learning task on future tasks; 

(Avg.) Backward transfer: influence of a task on 
previous tasks; negative = forgetting, positive = 
retrospective improvement

Lopez-Paz & Ranzato, “Gradient Episodic Memory for Continual Learning”, 2017,   
See also: Díaz-Rodríguez & Lomonaco et al, "Don’t forget, there is more than 

forgetting: new metrics for Continual Learning”, 2018 



Forward & backward transfer

(Avg.) b-shot performance (b = mini-batch number) 
after the model has been trained on all tasks T: 

Learning Curve Area (LCA) at beta is the area of the 
convergence curve Z as a function of b in [0, beta]. 

Beta = 0 is zero-shot performance == Forward transfer 
Chaudhry et al, “Efficient Lifelong Learning with A-GEM”, ICLR 2019



Memory, size & compute

We can construct similar measures for memory, size & compute (Here tasks are called N) 
(Díaz-Rodríguez & Lomonaco et al, "Don’t forget, there is more than forgetting: new metrics for Continual Learning”, 2018)

Computational Efficiency 
Quantifies add/multiply ops 

(inference & updates)

Model Size Efficiency 
Quantifies parameter 

growth

Sample Storage Size Efficiency 
Quantifies stored amount of data 

(for rehearsal)



There are plenty of other interesting ideas of 
what to measure 



Evaluation

Why is evaluation challenging in machine learning? 

Dimensions of evaluation in continual/lifelong learning 

Why evaluation is even more challenging in continual/lifelong learning 

How can we move forward? 



What should we report now?



The challenge of comparison

How do we compare & draw conclusions with various metrics + set-ups?

Kemker et al, “Measuring Catastrophic Forgetting in Neural Networks”, AAAI 2018 
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The challenge of comparison

De Lange et al, “A continual learning survey: Defying forgetting in classification tasks”, TPAMI 2021

How do we compare & draw conclusions with various metrics + set-ups?



Unfortunately, it’s not just about what to measure! 

It’s about assumptions, trade-offs, benchmarks,… 

Should we strive for specific benchmarks & overall 
consensus or transparency?



Crisis worse in lifelong ML?

“Towards Robust Evaluations of Continual Learning”, Farquhar & Gal,  
Lifelong Learning workshop at ICML 2018

“A comprehensive, application-oriented study of catastrophic forgetting in DNNs”,  
Pfuelb & Gepperth, ICLR 2019

“Don’t forget, there is more than forgetting: new metrics for Continual Learning”,  
Díaz-Rodríguez et al, Continual Learning Workshop at NeurIPS 2018



The challenge of defining a “task”
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Recall: expert heads 

Aljundi et al, “Expert Gate: Lifelong Learning with a Network of Experts”, CVPR 2017

Why does such a scenario/“task” 
distinction even matter? 

Recall the “experts” approach:  

• We could share parts + add 
individual experts on top



The challenge of expert heads

Farquhar & Gal, “Towards Robust Evaluations of Continual Learning”, Lifelong Learning workshop at ICML 2018

Expert heads often evaluated from a “forgetting only" perspective. 
Not only test set for each “experience/task, but also the task id is provided!
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Expert heads often evaluated from a “forgetting only" perspective. 
Not only test set for each “experience/task, but also the task id is provided!

van de Ven & Tolias, “Three scenarios for continual learning”, arXiv:1904.07734, 2019



The challenge of hyper-parameters in continual learning



The challenge of hyper-params

Chaudhry et al, “Efficient Lifelong Learning with A-GEM”, ICLR 2019

There are more set-up 
assumptions: how do 

we select the continual 
hyper-parameters?



The challenge of hyper-params

van de Ven & Tolias, “Three scenarios for continual learning”, arXiv:1904.07734, 2019

There are more set-up assumptions: how do 
we select the continual hyper-parameters? 

Recall: plasticity - sensitivity trade-off 
(algorithms such as EWC, SI, etc.) 

L(θ) = LB(θ) + ∑
i

λ
2

Fi(θi − θ*A,i)
2



The challenge of formulating desiderata: consensus



Continual learning desiderata?

The challenge of consensus. Is it possible to postulate general desiderata? 

Some suggestions (Farquhar & Gal, “Towards Robust Evaluations in Continual Learning”): 
A. Cross-task resemblance 
B. Shared output head 
C. No test time task labels  
D. No unconstrained re-training on old tasks 
E. More than two tasks  

And also questions: unclear task boundaries, continuous tasks, overlapping vs. disjoint tasks, 
long task sequences, time/compute/memory constraints, strict privacy guarantees… 



Continual learning desiderata?

The challenge of consensus. Is it possible to postulate general desiderata? 

Biesialska et al, “Continual Learning in Natural Language Processing: A Survey”, COLING 2020



Assumptions, assumptions, assumptions…



Recall Lecture 1: continual ML

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment 
Compass to Promote Research Transparency and Comparability”, ICLR 2022

Why are there so many possible 
assumptions & things to measure?! 

Let’s remind ourselves where they come 
from & the reason why we have waited 

to discuss evaluation for 7 weeks



Evaluation & related paradigms

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment 
Compass to Promote Research Transparency and Comparability”, ICLR 2022

The differences between machine 
learning paradigms with continuous 

components can be nuances 

Key aspects often reside in  
how we evaluate 

Each paradigm seems to have a 
particular preference (potentially 

neglecting other important factors)



Evaluation & related paradigms
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Evaluation & related paradigms

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment 
Compass to Promote Research Transparency and Comparability”, ICLR 2022



In all honesty, it is presently challenging to 
assess continual/lifelong learning systems



Evaluation

Science and evaluation: are we in a crisis? (Have we always been?) 

Why is evaluation challenging in machine learning? 

Different/additional dimensions of evaluation in continual/lifelong learning 

Why evaluation is even more challenging in continual/lifelong learning 

How can we move forward? 



NeurIPS checklist

Checklist blog: https://neuripsconf.medium.com/introducing-the-neurips-2021-paper-checklist-3220d6df500b , checklist taken from formatting instructions

Whether a crisis or not, there is much room for general improvement! 
… on the incentives & presentation part …

https://neuripsconf.medium.com/introducing-the-neurips-2021-paper-checklist-3220d6df500b


NeurIPS checklist

Checklist blog: https://neuripsconf.medium.com/introducing-the-neurips-2021-paper-checklist-3220d6df500b , checklist taken from formatting instructions

Whether a crisis or not, there is much room for general improvement! 
… on the empirical experimentation parts …

https://neuripsconf.medium.com/introducing-the-neurips-2021-paper-checklist-3220d6df500b


NeurIPS checklist

Checklist blog: https://neuripsconf.medium.com/introducing-the-neurips-2021-paper-checklist-3220d6df500b , checklist taken from formatting instructions

Whether a crisis or not, there is much room for general improvement! 
… and on many other fronts: assets, data, ethics etc. 

https://neuripsconf.medium.com/introducing-the-neurips-2021-paper-checklist-3220d6df500b


Reproduction & replication

https://paperswithcode.com/rc2021



Dataset sheets & model cards

Dataset sheets

“Datasheets for Datasets”, Gebru et al, CACM 2021

Specify motivation, composition, collection 
process, pre-processing, cleaning, 
labeling, distribution, maintenance, ethical 
considerations etc.



Dataset sheets & model cards

Model cards

“Model Cards for Model Reporting”, Mitchell et al, FAccT 2019

Specify model details, intended use, 
human-centric application intent, 
organization developing the model; 
considerations on deployment, limits, and 
ethics; descriptions of metrics, model 
version, license etc.   



Reporting limitations

Limitations 
  

A sign of bad research or 
an exercise of self-

reflection?

Smith et al, “REAL ML: Recognizing, Exploring, and Articulating Limitations of Machine Learning Research”, FAccT 2022 



Important note: previous efforts are largely yet 
to develop for continual/lifelong learning



Evaluation & related paradigms

Do distinct applications warrant the 
existence of numerous scenarios? 

—> Make inspiration in set-up 
transparent and promote comparability!

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment 
Compass to Promote Research Transparency and Comparability”, ICLR 2022



Inner compass level (star plot):  
indicates related paradigm inspiration & continual 
setting configuration (assumptions) 

CLEVA-Compass

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment 
Compass to Promote Research Transparency and Comparability”, ICLR 2022



CLEVA-Compass

Inner compass level (star plot):  
indicates related paradigm inspiration & continual 
setting configuration (assumptions) 

Inner compass level of supervision: 
“rings” on the star plot indicate presence of 
supervision. Importantly: supervision is individual 
to each dimension!

Supervised
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Inner compass level (star plot):  
indicates related paradigm inspiration & continual 
setting configuration (assumptions) 

Inner compass level of supervision: 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supervision. Importantly: supervision is individual 
to each dimension!

 
Outer compass level:  
Contains a comprehensive set of practically 
reported measures  
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Inner compass level (star plot):  
indicates related paradigm inspiration & continual 
setting configuration (assumptions) 

Inner compass level of supervision: 
“rings” on the star plot indicate presence of 
supervision. Importantly: supervision is individual 
to each dimension!

 
Outer compass level:  
Contains a comprehensive set of practically 
reported measures  

CLEVA-Compass

—> Encourages transparency, summarizes incentives, 
& promotes comparability in a compact visual form



We’ll continue to talk about scenarios + assumptions next 
week, when we transition to the “open world”  

Primarily: what if we don’t know what to test on?


